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Abstract

Metabonomics involves the quantitation of the dynamic multivariate metabolic response of an organism to a pathological event or genetic
modification [J.K. Nicholson, J.C. Lindon, E. Holmes, Xenobiotica 29 (1999) 1181-1189]. The analysis of these data involves the use of
appropriate multivariate statistical methods; Principal Component Analysis (PCA) has been documented as a valuable pattern recognitio
technique fotH NMR spectral data [J.T. Brindle, H. Antti, E. Holmes, G. Tranter, J.K. Nicholson, H.W. Bethell, S. Clarke, P.M. Schofield, E.
McKilligin, D.E. Mosedale, D.J. Grainger, Nat. Med. 8 (2002) 1439-1444; B.C. Potts, A.J. Deese, G.J. Stevens, M.D. Reily, D.G. Robertson,
J. Theiss, J. Pharm. Biomed. Anal. 26 (2001) 463-476; D.G. Robertson, M.D. Reily, R.E. Sigler, D.F. Wells, D.A. Paterson, T.K. Braden,
Toxicol. Sci. 57 (2000) 326-337; L.C. Robosky, D.G. Robertson, J.D. Baker, S. Rane, M.D. Reily, Comb. Chem. High Throughput Screen. 5
(2002) 651-662]. Prior to PCA the raw data is typically processed through four steps; (1) baseline correction, (2) endogenous peak remova
(3) integration over spectral regions to reduce the number of variables, and (4) normalization. The effect of the size of spectral integration
regions and normalization has not been well studied. The variability structure and classification accuracy on two distinctly different datasets
are assessed via PCA and a leave-one-out cross-validation approach under two normalization approaches and an array of spectral integrat
regions. The first dataset consists of urine from 15 male Wistar—Hannover rats dosed with ANIT measured at five time points, mimicking
drug-induced cholangiolitic hepatitis [D.G. Robertson, M.D. Reily, R.E. Sigler, D.F. Wells, D.A. Paterson, T.K. Braden, Toxicol. Sci. 57
(2000) 326—-337; J.P. Shockcor, E. Holmes, Curr. Top. Med. Chem. 2 (2002) 35-51; N.J. Waters, E. Holmes, A. Williams, C.J. Waterfield,
R.D. Farrant, J.K. Nicholson, Chem. Res. Toxicol. 14 (2001) 1401-1412]. The second data is serum samples from young male C57BL/€
mice subjected to instillation of pancreatic elastase producing emphysema type symptoms [C. Kuhn, S.Y. Yu, M. Chraplyvy, H.E. Linder,
R.M. Senior, Lab. Invest. 34 (1976) 372—-380; C. Kuhn, R.M. Senior, Lung 155 (1978) 185-197]. This study indicates that independent of
the normalization method the classification accuracy achieved from metabonomic studies is not highly sensitive to the size of the spectrz
integration region. Additionally, both datasets scaled to mean zero and unity variance (auto-scaled) have higher variability within classificatio
accuracy over spectral integration window widths than data scaled to the total intensity of the spectrum. Of the top 10 latent variables for the
ANIT dataset the auto-scale normalization has standard deviations larger than the total-scale in seven cases. In the case of the elastase
standard deviations are larger for the auto-scaling.
© 2005 Published by Elsevier B.V.

Keywords: Metabonomics; Nuclear magnetic resonance (NMR); Principal component analysis (PCA); Normalization; Integration; Cross-validation

1. Introduction

* Corresponding author. Tel.: +1 509 375 2292; fax: +1 509 375 2604. Metabonomic analyses involve the interpretation of
E-mail address: bobbie-jo.webb-robertson@pnl.gov dynamic metabolllc responses of an organism toa pgthologl—
(B.-J.M. Webb-Robertson). cal event or genetic modificati¢h]. The metabolic profile of

0731-7085/$ — see front matter © 2005 Published by Elsevier B.V.
doi:10.1016/j.jpba.2005.05.012



B.-J.M. Webb-Robertson et al. / Journal of Pharmaceutical and Biomedical Analysis 39 (2005) 830-836 831

the low molecular weight components in biofluids (e.g., urine, bers are smaller for the second dataset, 12 observations over
serum) reflects the concentration and fluxes of endogenousl2720 variables; two dosages at two time points. Of specific
metabolites involved in key intermediary cellular pathways interest is to determine if a specific window width integra-
that are involved in the processes used to acquire and usdion region or normalization approach results in improved
energy, biosynthesize cellular components, and catabolizeclassification accuracy for both datasets.

wastes. Although metabonomics is one of the most recently

named “omics” technologies, it is based on decades of bio-

chemistry with an emphasis on metaboligtf]. Historical 2. Experimental description of data
approaches used for measuring changes in the metabolite
composition of biofluids relied on the ability to monitor The data motivating the evaluation of metabonomic

one (or at best a very limited number) of metabolic prod- data processing, specifically the spectral integration window
ucts and/or byproducts. These approaches were limited bywidth and normalization, were from two in-house studies at
the number of variables that affect metabolite concentrations Pacific Northwest National Laboratory. The first dataset is of
in situ and by the commonality of biochemical processes the urine of 15 male Wistar—Hannover rats dosed with ANIT
disrupted by any change in metabolism. Metabonomics is and measured at five time points to create a state similar
a superior approach because the analytical measurement® drug-induced cholangiolitic hepatitis in humads6, 7].
describe an overall pattern, or “fingerprint”, of biochemical The second data set is of the serum of 12 pooled samples of
change that is more consistent and predictive of metabolic young male C57BL/6 mice subjected to instillation of pan-
changes. creatic elastasf8,9] to produce structural damages in the
Metabonomics involves the use of advanced analyti- lung that mimic emphysema in humaigl-17] The exper-
cal methods and the application of appropriate multivari- imental descriptions of each of these two datasets are given
ate statistical techniques to search for patterns in the dataas reference.
The premise is that changes in this profile of endogenous
molecules can be used as a rapid screen for human risk2.1. Administration, sample collection and sample
assessment or as a tool to diagnose disease and monitgpreparation
treatment outcomes. Metabonomic analyses have revealed
patterns of metabolic markers associated with various tox- 2.1.1. ANIT
ins and pathophysiologic changgs6]. The basic process Young male Wistar—Hannover rats-{2 weeks) were
from raw spectra to pattern recognition usually involves four dosed with a single gavage administration of ANIT in corn ol
steps: (1) align the spectra to an internal reference standardat a dosage of 20 mg/kg of body weight (BW) in a dosing vol-
(2) removal of regions devoid of endogenous peaks or asso-ume of 5mL/kg of BW. Following the dose administration
ciated with resonances not of interest, (3) an integration stepthe urine was collected continuously in the following time
to reduce the size of the observation vectors and minimize intervals: 0-23, 24-48, 48—-72, and 72-96 h. Urine was col-
the effects of resonance shifts due to pH and temperaturelected in polypropylene tubes containing 1 mL of 1% sodium
variations, (4) normalization, and (5) exploratory data anal- azide in water (Aldrich Chemical Co.) and maintained on
ysis (EDA), most commonly principal component analysis ice. Both cold collection and sodium azide treatment are
(PCA). The third step is usually achieved by summing the essential to prevent bacterial contamination from interfering
intensity of all data points over a chemical shift region of with NMR analysis and minimizes metabolic degradation.
width 0.04 ppm[2,4-7,11-13] As 'H NMR spectral size Frozen urine samples—{70°C) were thawed and diluted
can vary this typically reduces the observations to betweenapproximately 60:40 biofluid:buffer (0.2M sodium phos-
100 and 300 intensities. However, to date there has not beerphate, pH 7.2) to minimize pH variationsO and 2,2,3,3-
a comprehensive analysis of spectral integration regions todeuterotrimethylsilylproprionic acid (TSP) were added to a
determine if a width of 0.04 ppm achieves maximum sep- final concentration of 0.1 mM to provide an internal fre-
aration of the patterns in the data. In addition, the fourth quency lock and chemical shift reference, respectively.
step typically normalizes the data to the total intensity of the
spectrum (total-scale) or to mean zero with unity variance 2.1.2. Elastase
(auto-scale). Again, there has been no investigation as to the Young male C57BL/6 mice~14 weeks) were subjected
most appropriate normalization technique¥erNMR spec- to intra-tracheal instillation to porcine pancreatic elastase at
tral evaluation. a dosage of 37.5U/kg of BW or saline; dosing volurge:
The variability structure and classification accuracy via ~0.07 mL. On weeks one or four post-dosing, the mice were
PCA is assessed for two distinctly differéit NMR spectra euthanized by IP injection of pentobarbital (FP150 mg/kg)
datasets under an array of spectral integration regions andand bled via vena cava. Blood was drawn into glass tubes
both normalization techniques. The first processed datasetwithout coagulation activators. Samples were pooled in cases
prior to spectral integration is represented as 75 observa-of low yield. Sample volumes ranging from 0.2 to 0.3 mL of
tions over 47317 variables; five time points for 15 male rats serum from each mouse was diluted®0:40 serum:buffer
exposed tax-naphthylisothiocyanate (ANIT). These num- [0.133 to 0.200 mL of 0.2 M sodium phosphate (pH 7.2),
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Aldrich Chemical Co.] to minimize pH variations. An aliquot  protocols (i.e., treatment group, NMR scan date and time).
(27 to 41plL) of 2,2,3,3-deuterotrimethylsilylproprionic ~ The Varian data FID files were converted to Felix format.
acid (TSP; Aldrich Chemical Co.) prepared in deuterium The FIDs were multiplied by a squared sinebell decay func-
oxide (D20; Aldrich Chemical Co.) was added to the diluted tion, and converted to frequency domain using fast Fourier
serum which resulted in a final concentration of 0.1 mM TSP transformation (FFT). After FFT, the data were individually

in 7.5% (by volume) D20. The D20 and TSP were added to phased and subjected to convolution baseline correction using
provide an internal frequency lock and chemical shift refer- the “abl” routine in Felix.

ence, respectively. Volumes ranging from 360 to pAlof

each sample were transferred to 178 mm glass ultra precision . .
NMR tubes (Norell, Inc.). 3. Basic Statistical methods

The raw spectral files were imported into a common
statistical analysis package; MATLAB6.50 Release 13

NMR free-induction decays (FIDs) were acquired on a (Mathworks, Inc., Natick, MA). Raw data pre-processing,
Varian Unity 600 NMR spectrometer (Varian Inc., Palo Alto, €+ baselme_cor.rectlon and endogenous region removal, was
CA) in a manual sampling mode. Final spectra were accumu-Performed with in-house MATLAB code. These endoge-
lations of 16 individual FIDs. Each FID was induced using a MOUYS peak removals minimize the effects of properties such
nonselective, 90excitation pulse (s at 63dB) following &S imperfect water saturation and peaks of non-interest, such
a selective soft pulse (1.5s at 3dB) set on the water reso-2S urine. To assure as little information loss as possible, the
nance and digitized into 32 K complex data points. A total regions excluded from analysis were kept as conservative as
inter-excitation pulse delay of 3.0s, initiated by a gradient POSSible; the regions less than 0.5 ppm and regions containing
homogeneity spoil, was used to destroy residual transverse"€@ (5.5 to 6.0 ppm) and water (4.5 to 5.2 ppm) resonances.
magnetization. A spectral width of 6983.24 Hz resulted in an 1his full reduced dataset prior to the integration, normaliza-

FID acquisition time of 4.679 s for a total recycle time of 7.7 tion and exploratory data analysis (EDA) were 47317 and
[4]. 12720 measurements for ANIT and elastase, respectively.

Fig. 1 gives a representativiH spectrum for treated ANT
and elastase samples.

2.2. NMR methods

2.3. Electronic data collection, archival and transmittal

Datasets consisting of NMR FIDs taken over time were 3.1. Normalization
written to data files and transferred to a Silicon Graphics
Indigo workstation (Silicon Graphics, Inc., Mountain View, The purpose of normalization is to remove systematic vari-
CA) where they were processed with Felix 97.0 (Accelrys, ation which affects the measured spectra. The multivariate
San Diego, CA). Run identification numbers were associated NMR spectral dataset can be describegpasndom vari-
with each file thatidentified animal subjects and experimental ables onn observations (or spectrumsyy, Xo, ... X,,; x;
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Fig. 1. RepresentativBH NMR spectra of a dosed sample from (a) ANIT and (b) elastase.
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is thejth intensity measure of spectrumThe most com-
mon approach to normalization in metabonomics has been tonate system where the new variables are independent linear
divide each element in each spectrum by the total intensity of combinations of the original variables and simultaneously

the spectrum, forcing each spectrum to sum to[8g 13]

X

7 =
i ijij

833

At the heart of this method is the generation of a new coordi-

capture some features in the original data. A feature depicts
some aspect of the data, described as numerical values for
each object. The fundamental tenet behind PCA is the exis-
tence of relationships between these numerical values for

referred to here as total-scale. Alternatively, other analyseseach object. Although apf variables are required to repro-
have auto-scaled the data to mean zero and unity varianceduce all information in the data, often most of the structural

[4,12]

X —
Z = i isz
9i

whereu; andal-2 are the mean and variance of itrespectrum, _ (
respectively. Both normalization approaches are applied postreduced, leading to a set of features easy to visually explore

spectral integration.

3.2. Principal component analysis

information in the original variables can be accounted for by
a smaller number of factork< p, often referred to as loading
vectors or latent variables. Possessing the ability to take large
multivariate datasets from high- to low-dimensional space
with little information loss, redundancy in the data is often

and more computationally attractive to classificafid8].

In PCA, p gives the formal dimension of the problem, the
underlying eigenvalue problem of PCA is generally solved
using the covariance matrixxp). Due to the size gf in this
case (47317 or 12720), this is a computational challenge and

PCA is a statistical approach that yields patterns and is one reason for the spectral integration step accompany-
relationships in multivariate datasets, facilitating an under- ing metabonomics analyses. But the effective dimension of
standing into the causes and effects behind the relationshipsthe data is actually just one less than the number of samples
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Fig. 2. Plot of PCI vs. PC2 for the un-integrated datasets under total-scale ((a) and (c)) and auto-scale ((b) and (d)) normalization for ANIasand elast

respectively.



834 B.-J.M. Webb-Robertson et al. / Journal of Pharmaceutical and Biomedical Analysis 39 (2005) 830-836

(n — 1); hence the PCA problem can be solved using a singu- tion. Each principal component (PC) is a linear combination
lar value decomposition (SVD) approach. Both datasets wereof the original variables where the first PC represents the
subjected to PCA analysis using the “pca.m” function that largest portion of the variance in the data and subsequent
performs PCA using SVD in the PLBOOLBOX (Eigen- PCs contain incrementally less of the variance. Thus, the
vector Research Inc., Manson, WA) of MATLAB®. majority of the structure in the data can be represented in
a small number of PCs. The patterns in the data are rep-
resented by the scores associated with these PCs for each
4. Results and discussion observation. Scores for individual observations with similar
spectra, will have similar scores; = XiPCJT, wheres;; is
An evaluation of an array of spectral integration win- the score of observatiohwith PG. Fig. 2 gives the basic
dow widths, ranging from 0 to 0.1 ppm in increments of clustering patterns on the first two PCs under the total-scale
0.001 ppm, using PCA is undertaken. This approach resultedand auto-scale normalization schemes for the un-integrated
in datasets ranging from 84 variables to the size of the full ANIT and elastase datasets, respectively. There are appar-
spectrum. The change in information content for each princi- ent clustering patterns in the first two PCs for both datasets.
pal component (PC) in respect to variance is first evaluated. The number of variables that are retained in the new low-
Subsequently, a leave-one-out cross-validation scheme todimensional dataset is usually determined by the percentage
evaluate the classification accuracy obtained from a given of the variance explained; a cut-off of 90 to 95% is typi-

number of PC’s and scores is used. cal. For ANIT, the first two PCs describe77.0% for the
total-scale normalizatiorF{g. 2a) and~76.1% of the vari-
4.1. Percent variance explained ance for the auto-scaled normalizatidfig. 2v). The total-

scale and auto-scaled normalization schemes ret8616%
PCA transforms the larg€H NMR multivariate dataset  (Fig. 2c) and~85.4% Fig. 2d), respectively, for the elastase
into a low-dimensional space that is conducive to visualiza- data.
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The ANIT and elastase datasets require 6 and 3 PCs,centroids are calculated from the PC score vectors based on
respectively, to be retained in order to explain over 90% of time and dosing information. The score for the left out obser-
the variability. PCA was performed on each of 101 datasets vation is obtained by projecting it on the PC latent variables
resulting from spectral integration over regions ranging from retained. The left out observation is then classified based on
0 (un-integrated) to 0.1 ppm. To visually analyze the percent- the Euclidean distance of this score from the class centroids.
age of the variance explained for each of these datasets th&@ his operation is repeated for all observations and the classi-
top 2 PCs were evaluated for ANITFig. 3a—b) and elastase fication accuracy is computed as the proportion of correctly
(Fig. X—d). It appears that there is a slight improvement in classified observations to the total number of observations.
the amount of variance explained by the first PC as the sizeThis classification accuracy is dependent upon the number of
of the spectral integration region increases for both datasetsPC latent variables and score vectors used to build the clas-

and both normalization approaches. sifier. Fig. 4gives the classification accuracy for 1-5 PCs for
the ANIT and elastase datasets.
4.2. Classification accuracy The most apparent observationkig. 4 is that the vari-

ability of the classification accuracy achieved at each spectral
PCA is an unsupervised pattern recognition approach, integration window width becomes less as more PCs are
however classification into specific groups is usually the retained. Additionally, there is not a specific window width
end goal. Previously, a slight trend of increased variance that stands out as achieving significantly better classification
explained by the first PC is observedHiy. 3. PCAisusedas  accuracy. Also, for ANIT the classification accuracy is rel-
aprecursor to aleave-one-out cross-validation to determine ifatively uniform, while it is much more erratic for elastase.
this observation is translated into an improved ability to clas- The conclusion reflected in an analysis of the variance of
sify observations into dose and time groups based on theirthe classification accuracy obtained over the 100 integrated
PC scores. This approach removes one observation from thedatasetsTable 1gives the standard deviation for the top
dataset and runs PCA on the remaining observations. ClasslO PCs.
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Table 1 total-scaled dataTable 1 Finally, it appears that the clas-
$ta_ndard deviation over classification accuracies obtained for each normal-gification accuracy is not highly sensitive to the size of the
lzation scheme spectral integration region chosen, but that less variability is
observed with data that are scaled to the total intensity of
Total-scale Auto-scaled Total-scale Auto-scaled the spectrum. The discoveries associated with spectral inte-

PCs ANIT Elastase

1 532 341 153 1811 gratio_n and normalization are from a limited study_, hoyv_ever

2 5.73 451 59 650 PCA is a common approach shown to have applicability to

3 3.44 3.55 04 930 many target samples. Thus, itis believed that the findings can
4 2.19 1.99 &2 843 be used as general guidance in most metabonomics analyses.
5 1.95 2.34 09 1006

6 1.54 2.02 ®1 1075
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In general it appears that the total-scale normalization
scheme is slightly more robust to the window width than
the auto-scale normalization. Of the 10 PCs for the ANIT
dataset the auto-scale normalization has standard deviation
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